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Buzzwords

* Edge gateway

* Edge computing

* Fog computing

* Intelligent Edge computing
* Edge cloud
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* Cisco GCl estimates that nearly 850 ZB will be  — Useabl dat reated por yea
generated by all people, machines, and things o T CemcmenmIoEer
by 2021, up from 220 ZB generated in 2016 9 : N
* Much of this ephemeral data is not useful to e o
save, but we estimate that approximately 10 s

10

percent is useful (85 ZB)

2016 2017 2018 2019 2020 2021

Source: Cisco Global Cloud Index, 2016-2021.

Useful data also exceeds data center traffic
= X: Cisco Global Cloud Index: Forecast and Methodology,
(21 ZB per year) by a factor of four 2016-2021 White Paper

Edge or fog computing might help bridge this
gap

2019-04-05 EdgeX27{ @8 2 X 2|22 4



Edge and Cloud computing

* |loT management architecture
* Changes Cloud-only to combining edge and cloud architecture

Comparison of Total 3-year Management & Processing Costs of Cloud-
only vs. Edge + Cloud with 95% Edge Data Reduction (200 Miles

Total Cost of Remote loT Processing as a Function of
Data Reduction at the Edge (200 Miles Distance)

© q
+$90,000 Distance) $100,000 “a. Cloud + Edge Computing is Lower Cost than Cloud-
a $80,531 $90,000 ‘s, only Computing when the Reduction in Data Volume

A, -
*ea, is 30% or more.
$80,000 - > . > > oty

Cloud + Edge Computing is 36% of the Cost of
Cloud-only Computing when the Reduction in
Data Volume is 95%.
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$70,000

460,000
$60,000

$50,000 $50,000

3-year Cost of Managing & Processing loT Data

3-year Cost of Managing & Processing loT

540 000 $40,000
28,927

$30,000 328, $30,000
$20,000 $20,000

10,000
$10,000 $10,

$0 0% 5% 10% 15% 20% 25% 30% 35% 40% 45% 50% 55% 60% 65% 70% 75% 80% 85% 00% 95% 99%
Cloud-only Edge + Cloud Percentage Reduction in Data Volumes from Edge Computing

==Central Cloud (AWS) Edge + Central Cloud
Source: © Wikibon loT Project. Reference Models AWS loT Service & Pivot3 Server SAN. See Table 1 for Detailed Assumptions & Calculations

Source: @ Wikibon loT Project. Reference Models AWS loT Service & Pivot3 Server SAN. Assumtion Edge reduces loT Traffic by 95%.
See Table 1 for Detailed Assumptions & Calculations

2019-04-05 EdgeX27 @8 2 X 2|t



loT Edge (1/3)

= At the verge of "4t Generation Industry Revolution” era, we need;

- Efficient Transmission / Analytics / Processing of the explosively increasing [oT Data

- Real-time Data Analytics for handling industry needs in Industrial IoT solutions

Increasing # of Connected Devices/Data

» Explosive data transmission under BW limitation
- Amount of loT Data in 2019 : 507 ZBY

* Orchestration among a various types of data

- Complexity of Cloud * and Efficiency {,

Total Amount Of Data Created Worldwide By
Connected People And Things

in snticbyoes®, 2014

§ § § &8 8§ B

Emerging Services of Time-Critical

* Request real-time analytics : Safety/Efficiency
- Connected Car : Autonomous driving

- Smart Factory : Abnormality and defects resolutions

y
o~

2019-04-05
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loT Edge (2/3)

Low Latency Satisfy requirements from mission-critical apps ( < a few tens of ms)
Data Locality Prevent unnecessary exposure of privacy data as firewall for loT data
Save Bandwidth Save the required BW by loT Data Analytic at Edge instead of Cloud
Disconnected Operation Improve usability by Masking against disconnection of public network
Requirements Cloud Edge
Geo-distribution Centralized Distributed
Distance client and server Multiple hops One hop
[ —
Latency High Low
Delay Jitter High Very low
Location awareness No Yes
Support mobility Limited Supported
Location of service Within the Internet At the edge

[Source : & XX 2D, EdgeX I8t AtH|oTE Edge A EE Jl= S8 L M, 2018.11]
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loT Edge (3/3)

I 'r' [EE(j ]:I I :)l —_ == =2
0 ge S S W IT
Category Functionality Target Device
Machine / Sensor Data Collection ( Protocol — OPC UA, PLC, etc.)
Collecting Stream Data Query ( Data Redundancy Mitigation / Filtering, etc. ) Raspberry Pi
Status Monitoring — Machine / Sensor Connection
Data Pre-Processing / Analytics Framework ( TensorFlow, Caffe2, Flink, etc.)
Computing Running ML Engine : Vision / Voice Recognition ( Learning at Cloud ) PC, Mobile, etc.
Machine / Sensor Operation Control by Data Processing Result at Edge
Storage / compression / offering of private data
Storage Metadata management for data searching service Server, NAS
Cyclic data backup and synchronization ( Transferring data into cloud )
Service deployment / update / monitoring ( Auto-scaling )
Common , L L. L -
Security : Authentication, Identification, Secure Communication

2019-04-05

[Source : &8 &t E2DI, EdgeX J|Et A |0TE Edge ZFE Jls &8 L Y
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e Cloud platform 7|Bt O| K| AR E 7| - s/wWEHEF 7|5 (RLELDL)

* AWS * EdgeX Foundry
* Microsoft
+ Google CH/W SHE
* Nvidia
- lloT S8 == #o 0K B RE 7= * Intel
* GE Predix * Google Edge TPU

* Cisco 10x



EdgeX Foundry
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EdgeX Foundry

* Linux Foundation, Apache 2 project
* An open source, vendor neutral project (and ecosystem)

* A micro service, loosely coupled software framework for loT edge
computing

 Hardware and OS agnostic
* Focused on industrial loT



EdgeX Foundry =

* Build and promote EdgeX as the common open platform unifying edge
computing

* Enable and encourage the rapidly growing community of loT solutions
providers to create an ecosystem of interoperable plug-and-play
components

 Certify EdgeX components to ensure interoperability and compatibility
* Provide tools to quickly create EdgeX-based IoT edge solutions

* Collaborate with relevant open source projects, standards groups, and
industry alliances to ensure consistency and interoperability across the loT

2019-04-05 Edgex27/l@E EX 2|tz 12



Bridging Standards with an Ecosystem of Apps

Any Combination
of Standards

L —

evars [l coap  walom
8" @ g
LoRa ={wE .‘)'Tﬂ Wirnds LT
KnR —EEJS =BACns Wodbne
EtheritetP  SEEEE  ciheeA?™ @ JO-Link
HED  Project VHaptack  WIC
7
== WM DDS

Interoperable Edge
Applications

Security
Database/ = Failover/ Load
Historian = Balancing

Device
Services

Q
T — \ Data
;H; E /g Orchestration
?

¢ Analytics
S
System
Management

Choice of Backend
Applications

The EdgeX framework enables developers to decouple their preferred Edges and Clouds as close to the

physical world as possible, minimizing reinvention of table stakes elements for data ingestion, security

and management and benefitting from flexibility and choice (e.g. build vs. buy from the open ecosystem).

[Source : & XX 2D, EdgeX I8t AtH|oTE Edge A EE Jl= S8 L M, 2018.11]
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EdgeX History (1/2)

* Chartered by Dell loT marketing in July 2015
» A Dell Client CTO incubation project (Project Fuse)

* Designed to meet interoperable and connectivity concerns at the loT
edge
e Started with over 125,000 lines of Dell code

* Entered into open source through the Linux Foundation on April 24,
2017

 Started with nearly 50 founding member organizations; today we have more
than 75



EdgeX History (2/2)

* Release Cadence: 2 formal releases a year

Oct Nov Dec Jan Feb Mar Apr May Jun July Aug Sep

Nov Dec Jan Feb

Mar Apr May Jun July Aug

Sep Oct Nov Dec

+t + 1t

‘Barcelona’ ‘California’ ‘California’

Preview’ Release

(Released June 2018)

Release

(Released Oct 20 2017) (Made available Jan 2018)

Drop-in Go Lang mi
cro service replace
ments demonstrati
ng reduced footpri
nt and higher perfo
rmance

First integration of
security

Run in < 256 MB RA
M, come up in <10
sec

Improved fit and fi
nish, formalized Co
re Service APIs, ad
ditional Device and
Export Services, te
st apparatus

2019-04-05

1t
‘Delhi’

Release

(Oct 2018)

Additional security an
d first manageability c
apabilities

Go / C device service S
DKs

Sample device service
s (e.g. Modbus, MQTT,
OPC-UA)

EdgeX Ul

EdgeX2/l@E 2 X 2[< 3]

‘Edinburgh’

Release

(Apr 2019)

Certification Program

Improved and more scalabl
e northbound connectors /
application services

Additional southbound con
nectors to common protoc
ols and devices

ARM 32 support

‘Fuji’
Release

(Oct 2019)

Load balancing
Multi-host EdgeX

Additional securit
y and system man
agement capabilit

y
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EdgeX Architecture

(1)) EdgeX0f &8t Xt == EdgeX Foundry (https://edgexfoundry.org) NE&E
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https://edgexfoundry.org/

EdgeX S& 7l 2

e A collection of a dozen+ micro services EOGEXFOUNDRY 11

Platform Architecture % REPLACEABLE REFERENCE SERVICES
° Written in multiple Ianguages (Java’ GOI C’ ...) “NORTHBOUND” INFRASTRUCTURE AND APPLICATIONS
LOOSELY-COUPLED MICROSERVICES FRAMEWORK CHOICE OF CONTAINER DEPLOYMENT REMOTE/LOCAL GUI
° Edgex data ﬂOW: e APPLICATION/EXPORT SERVICES Frorocer :
PROXY CLIENT REGISTRATION DISTRIBUTION ADDITIONAL SERVICES = 5
* Sensor data is collected by a Device Service from a thing D
» Data is passed to the Core Services for local persistence _§ | mmnee | omune omgnos e Sevucss =
* Data is then passed to Export Services for transformation, SRR con services T ——— g |2
%: CORE DATA COMMAND METADATA e REGISTRY & CONFIG % g
formatting, filtering and can then be sent “north” B -
to enterprise/cloud Systems DEVICE SERVICES (ANY COMBINATION OF STANDARD OR PROPRIETARY PROTOCOLS VIA SDK) - g
. . . . SSEF(S{REET REST OPC-UA MODBUS BACNET ULE BLE maQrT ENOCEAN VIRTUAL SE:‘\:I‘EES
e Data is then available for edge analysis and can trigger N
. . . T 7 = = 2 | % =M° Jl
device actuation through Command service bk W W2 W § o bo & 0
[ J

Many other services provide the supporting capability

that drives this flow © Copyright EdgeX Foundry

 REST communications between the service
* Some services exchange data via message bus (core data to export services and rules engine)

* Micro services are deployed via Docker and Docker Compose

2019-04-05 Edgex27/l@E EX 2|tz 18



[ [] B E % F [I U N [] H Y Cloud, Enterprise,

Platform Architecture On-Prem...

LOOSELY-COUPLED MICROSERVICES FRAMEWORK

REQUIRED INTEROPERABILITY FOUNDATION

REPLACEABLE REFERENCE SERVICES

PROTOCOL
EXPORT SERVICES - —
L

>

CLIENT REGISTRATION DISTRIBUTION u_ ADDITIONAL SERVICES S

on =

-
~ HIIE
I SUPPORTING SE (VICES 1
- F O
ALERTS & ADDITIONAL m
i +
g Local Analytics —‘ NOTIFICATIONS LOGGING U_ SERVICES v
S 38| 4
E [ 20| 5
S E | 85| g
O = | CORE SERVICES 25 =

w © ! mm
v = <> Z= | »
9 CORE DATA 2
) >
A
' 2

=
n 3 g
- DEVICE SERVICES (AN MBINATION OF STANDARD OR PROPRIETA:, - PROTOCOLS VIA SDK) g 2| S

1 =

0 ADDL 2o

PC-UA 2IGBEE BLE | \ mary SNMP VIRTUAL DEVICE §

SERVICES

e WD W& ws102<f  E©

“SOUTHBOUND" DEVICES, SENSORS AND ACTUATORS

2019-04-05 EdgeXA Tl @ B X 2|t
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EdgeX X5 H |

EdgeX Foundry must be platform agnostic with regard to hardware, OS, distribution/deployment,
protocols/sensors

EdgeX Foundry must be extremely flexible
e Any part of the platform may be upgraded, replaced or augmented by other micro services or software components
* Allow services to scale up and down based on device capability and use case

EdgeX Foundry should provide “reference implementation” services but encourages best of breed solutions
EdgeX Foundry must provide for store and forward capability (to support disconnected/remote edge systems)

EdgeX Foundry must support and facilitate “intelligence” moving closer to the edge in order to address
e Actuation latency concerns
* Bandwidth and storage concerns
* Operating remotely concerns

EdgeX Foundry must support brown and green device/sensor field deployments

EdgeX Foundry must be secure and easily managed

2019-04-05 Edgex27/l@E EX 2|tz 20



EdgeX OFO| A2 AMH| 2 A5

* Contextually, EdgeX micro services

are divided into 4 layers EXPORT SERVICES i .’
. Y “North side
* Crudely speaking, the layers of
EdgeX provide a dual transformation SURPORTING SERVICES
engine

* 1x- Translating information coming
from sensors and devices via hundreds
of protocols and thousands of formats
into EdgeX DEVICE SERVICES (ANY COMBINATION OF STA

e 2x - Delivering data to applications, “South side”
enterprises and cloud systems over
TCP/IP based protocols in formats and © Copyright EdgeX Foundry
structures of customer choice

COLS VIA SDK)

2019-04-05 Edgex27/l@E EX 2|tz 21



EdgeX 7| =

A majority of the micro services are written in Go Lang __
* Previously written in Java gblahg
» Some Device Services written in C/C++
* A user interface is provided in JavaScript
* Polyglot belief — use the language and tools that make sense for each service

e Each service has a REST APl for communicating with it { R E ST }
* Uses MongoDB to persist sensor data at the edge
» Also stores application relevant information “ mongoDB

» Allows for alternate persistence storage (and has been done in the past)

A message pipe connects Core Data to Export Services and/or Rules Engine

* Uses ZeroMQ by default @MQ
* Allow use of MQTT as alternate if broker is provided

* Uses open source technology where appropriate

* Ex: Consul for configuration/registry, Kong for reverse proxy, Drools for rules engine,... “
open source
2019-04-05 Edgex27/l@E EX 2|tz 22




Core Services
core data, metadata, command & configuration/registration

Offers temporary persistence of edge data and facilitates actuation of things
* Needed to support disconnected edge modes, latency concerns, costs of transport to the cloud

Collects sensor data

Understand what sensors/devices are connected how to communicate with them

Provision facility for new sensors/devices and device services

Manage device actuation requests to device services/devices

Provide micro service registry

Provide micro service configuration

Core
Data MongoDB

Collections

2019-04-05 Edgex27/l@E EX 2|tz 23



Supporting Services

logging, scheduling, notifications, rules engine

 Normal software application duties plus “edge intelligence”

Logging provides centralized EdgeX logging to location of choice
* Log to file system, database (MongoDB), other...

Scheduling allows any EdgeX service to put tasks on the clock
* Clean out old sensor data, check for new sensors, etc.

Notifications gives the ability for any EdgeX service to send an alert
* Notify internal or external to EdgeX
* Send via communication means of choice (email, SMS, etc.)

Rules engine provides the means to watch sensor data and trigger local actuation
as necessary

* The rules engine is a place holder for any “edge analytics”

* Drools wrapped engine today



Export Services

export client, export distribution

* Provides ability to get EdgeX sensor/device data to other external systems or
other EdgeX services

* External systems include cloud providers like Azure loT Hub, Google IoT Cloud, etc.

* Export Client — allows for internal or external clients to:
* Register for sensor/device data of interest
* Specify the way they want it delivered (format, filters, endpoint of delivery, etc.)

* Export Distribution — performs the act of delivering the data to registered clients
* Receives all the sensor/device data from Core Data

* Performs the necessary transformations, filters, etc. on the data before sending it to the
registered client endpoints



Device Services

A Device Service (DS) serves to translate the data produced and communicated by the thing into a
common EdgeX data structure

* A DS also receives and translates generic commands from EdgeX and communicates that request
to the devices for actuation in a language that the device understands.
* For example, a DS may receive a request to turn off a Modbus PLC controlled motor. The DS would translate the
generic EdgeX "shutoff" request into a Modbus serial command that the PLC/motor understands for actuation
* A device service may service one or a number of devices (sensor, actuator, etc.) at one time

* A'device" that a DS manages could also be something other than a simple single physical device

* |t could also be another gateway (and all of its device), a device manager, or device aggregator that acts like a device
or collection of devices to EdgeX

* The device service software developer kit (SDK) is a tool for generating the shell (the
“scaffolding”) of a device service.

* Initial SDK generates Java DS
* |t makes the creation of new device services easier

* The DS SDK & Meta Data Profile makes defining and provisioning new types of devices easier



Events & Readings

EdgeX deals in Events and Readings

* Collected by device services, persisted by core data, sent to cloud and other applications by export distro

Events are collections of Readings
* Associated to a device

Readings represent a sensing on the part of a device/sensor
* Simple Key/Value pair
* Key is a value descriptor (next slide)
* Value is the sensed value
* Ex: Temperature: 72

Event would need to have one Reading to make sense

Reading has to have an “owning” event

Event Readling

Device:

thermo123 Humid: 65

2019-04-05 EdgeXA Tl @ B X 2|t
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Value Descriptor

name: temperature
description: ambient temperature in Celsius

* Provides context and unit of measure to a reading min: -25
. max: 125
* Has a unigue name type: | (I = integer)
. . . . uomLabel: "C"
 Specifies unit of measure for associated Reading value defaultValue: 25

formatting:"%s"

* Dictates special rules around the associated Reading value labels: ["room™“temp"]}

* Min value

* Max value
* Default value

» Specifies the display formatting for a Reading
* Reading key == Value Descriptor name

* In MetaData, Devices use Value Descriptors to describe data they will send and actuation
command parameters/results

2019-04-05 EdgeX2 7@ 8 B2 X 22| 28



Addressable

* An object that represents some way to address a device or service
e Could be an HTTP / REST address / endpoint
e Could be an MQTT topic
* Could be a OMQ topic

* Could be a ... Addressable - extends BaseObject

* Managed by Meta Data
* Used by many micro services

2019-04-05 EdgeX27{ @8 2 X 2|22 29



Device Profiles

A Device Profile can be thought of as a template of a type or classification of device

A device profile provides general characteristics for the types of data a device sends and what
types of commands or actions can be sent to the device

A BACnet thermostat device profile would provide general characteristics of thermostats
» Specifically those communicating via the BACnet protocol

It would describe the types of data a BACnet thermostat sends
* Current temperature (as a float and in Celsius)
e Current humidity (as a float and a percentage)

It would describe what commands it responds to and how to send those commands
* Get or Set the cooling set point (passing a float as a parameter)
* Get or Set the heating set point (passing a float as a parameter)



Export Distribution

* This is an Enterprise Application Integration engine

* Follows the EAI patterns (see
http://www.enterpriseintegrationpatterns.com/patterns/messaging/)

* Essentially a Pipe & Filter architecture

* Takes each incoming Core Data Event/Reading (via OMQ) and...
 Filters out irrelevant or incorrect data

Transforms the data to client’s format of choice (XML, JSON, ...)

Optionally compresses the data

Optionally encrypts the data

Sends the data to the client’s registered endpoint (REST, MQTT, OMQ, ...)

2019-04-05 EdgeX2 7 @% 2K 2|53
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http://www.enterpriseintegrationpatterns.com/patterns/messaging/

Export Services “data flow”

ZeroMQ publish - Event

—-I-. ZeroMQ

Core Data

Core
REST - Event %D“

Device Service

2019-04-05

Export Services

Export

Distribution

Export Client
Registration

-
-\_\_‘———'_'-

po

Off-Gateway
Clients

On-Gateway
Services

EdgeX2/l@ 8 EX 2|<f =]
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Export Distro EAIl Flow

2019-04-05

Client 3

J
Export Client

Registration

with cli

For each client, replicate the message
and send it through the distro pipe

ent request details

REST MQTT
Publish Publish
i

XML
TRANS.

h J

Compress | —» | Encrypt

Valid ) . Filterb
Client Filter by Y
— | Event Cobier — Device —» | Value
Check P Descript
Check that the Event if valid with
| regard to value descriptor (optional —
can be turned off)
Event [
- | — Core Data
Message Topic |

b
™,
™,
b
%,

‘{ ZeroMQ topic

EdgeX2/l@ 8 EX 2|<f =]

JSON
TRANS.

A

Export Distro “export pipe”
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https://edgexfoundry.org/

EdgeX APl Walk Through O| & =5

* This demonstration APl walk through shows
* how a device service and device are established in EdgeX
* how data is sent flowing through the various services
* how data is then shipped out of EdgeX to the cloud or enterprise system

* Through this demonstration

* you will play the part of various EdgeX micro services by manually making
REST calls (using Postman) in a way that mimics EdgeX system behavior



O] 2 Setup

 Run all microservices but the virtual device service

* Many of the API calls you make as part of this walk through are actually
accomplished by the virtual device service (or any device service)

* Your manual call of the EdgeX APIs simulates the work

* that a device service would do to get a new device setup and to send data
to/through EdgeX



Ol 2 A[LEE] 2 (1/2)

» ZtH[2F ALt L
« At

% 1 APZ] 4.0] ARREDL ZOFR| 9
E:

Snapshot Duration — how
often the camera takes a
picture and reports the # of
humans and dogs

4 ft

T
rx
OF

Scan Depth- the distance out
that the camera looks to find
humans and canines

2019-04-05
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Ol 2 A[LEE] 2 (2/2)

o ZI C|H}O| A& ‘Device Service’ S =0l Al &t2| &l
* Device Service= C|HIO|A(ZtH| 2} 7t OOt ZEE2EEEE S4E
* Device Service C|HIO|AZ 2 E H|O|E{ & =& 510 EdgeX2| Core
Data Service= T &

* In this case, the Device Service would be collecting the count of humans
and dogs that the camera sees

* Device Service= EdgeX 5! 2| F 2| requestE C|HO| AVt O|SHSt=
T2 E 32 requestE HBOHE
* In this case, the Device Service would take requests to set the duration Device Service

between snapshots and to set the scan depth and translate those
requests into protocol commands that the camera understood




docker-edgex-volume
. (edgex-files) |

EDBEXFOUNDRY ol
Platform Architecture Q REPLACEABLE REFERENCE SERVICES

“NORTHBEOUND” INFRASTRUCTURE AND APPLICATIONS
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48071 . 48070

SUPPORTING SERVICES
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Device and Device Service Setup (1/6)

* Device Service tasks when it first starts can be categorized into

* Creating Reference Information in EdgeX
e Establish the reference information around the Device Service and Device.

* Creating the Device Service in EdgeX
* Make the Device Service itself known to the rest of EdgeX

* Provision a Device
* Provision the Devices that the Device Service will manage with EdgeX

» Reference information
* Defining the address (called an Addressable) of the Device and Device Service
e Establishing the new unit of measure (called a Value Descriptor in EdgeX) used by the Device

» After the initial start of a Device Service, these steps are not duplicated



Device and Device Service Setup (2/6)

* Creating Reference Information in EdgeX

 Addressables

* An Addressable is a flexible EdgeX object that specifies a physical address of something

e (Calls to Core Metadata to create the Addressable for the Device Service
* POST to http://localhost:48081/api/vl/addressable

 BODY: {"name":"camera control", "protocol":"HTTP", "address":"172.17.0.1", "port":49977,
"path":'l/cameracontrOII" llpublisherll,ll nm n n.n nm n nm n n.n

"none", "user":"none", "password":"none", "topic":"none"}
* (Calls to Core Metadata to create the Addressable for the Device (the camera in this case)
* POST to http://localhost:48081/api/vl/addressable

« BODY: {"name":"cameral address", "protocol":"HTTP", "address":"172.17.0.1", "port":49999,

"path":"/cameral", "publisher":"none", "user":"none", "password":"none", "topic":"none"

* Assumption: both the Device Service and Device are able to be reached via HTTP REST



2019-04-05

step1: addressable

L E‘_E rl' ':E _ POST to httpe/flocslhost: 45081/api'v 1/addressable
BODY: {'name""camera control,"protocel™:"HTTP","addres=s""172.17.0.1","port™: 45577, "pat":"/cameracontrol”, "publisher”: "none”, "user"."none”, "password ™ "none”, "topic™: "none"}

|
lcamera - 43939

L — — _ o POST tohtp:/Mocalbost: 45081 /apifv 1/sddressable
BODY: {'nams""cameral address”, protocel”."HTTF","address™"172.17.0.17, "port™: 45553, "path™ "/camsera1”, "publisher”."none”, "user™:"none ", password ™. "nona”, "topic™: "none 7}

EdgeX2/l@E 2 X 2[< 3]
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Device and Device Service Setup (3/6)

* Value Descriptors
* Provide the context and unit of measure for data (or values) sent to and from a Device
* Calls to Core Data to establish 5 Value Descriptors

POST to http://localhost:48080/api/v1/valuedescriptor
n |l|||

BODY {"name":"humancount", "description":"people count", "min":"0", "max":"100", "type":
"uomLabel":"count", "defauItVaIue" "0", "formatting":"%s", "labels":["count","humans"]}

POST to http://localhost:48080/api/v1/valuedescriptor

BODY {"name":"caninecount", "description":"dog count", "min":"0", "max":"100", "type":
"uomLabel":"count", "defauItVaIue" "0", "formatting": "%s" "labels": ["count" "canlnes"]}

POST to http://localhost:48080/api/v1/valuedescriptor

BODY: {"name":"depth", "description":"scan distance", "min":"1","max":"10", "type":
"defaultValue":"1", "formatting":"%s", "labels":["scan", "dlstance"]}

POST to http://localhost:48080/api/v1/valuedescriptor

BODY: {"name":"duration", "description":"time between events", "min":"10", "max":"180", "type":
"uomLabel":"seconds", "defauItVaIue” "10", "formatting":"%s", "Iabels” ["duratlon” "tlme"]}

POST to http://localhost:48080/api/v1/valuedescriptor

BODY: {"name":"cameraerror", "description":"
"type":"S", "uomLabel":"", "defaultValue":"error", "formatting":"%s", "labels":["error

uomlLabel":"feet",

error response message from a camera”, "min max : ,
n |Imessagell]}
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POST

BODY
BODY
BODY
BODY
BODY

step2: value descriptor in core data

o
to hittp:/Vlocalhost: 48080 api' v 1/ valwedesoriptor
. Iname""humancount”,"description”."people count”, “min™; 0", “mad ™ 100, ype™ "1, "vombLabel"count”, "default\ slue""0", " formatting™:"%s", "labels™; [ count”, “humans"]}
;. Tname"."caninecount”, "description”:"dog cownt”, "min”; 0", "ma"" 1007, " type""", "uomLabel™ "count”, "defaultValee" 0", " formatting™. " %s", labels" ["count”, "canines"]}
. Pname""depth”,"description™."scan distance”, “min™:" 1", mae " 107, "ype”™ "7, "vomLabel "feat”, defaultValue""1", " formatting ™. "%s","labels":["scan”, distance )}
: Pname”"duration”, "description”"time betasen events”, "min™ " 107, "max" " 1807, "hype™ "1, "vomLabel™: "seconds", "defaultValee™ " 10", "formatting ™. "%s", “labels™ [ duration”, "time"]}

. Pname""camerasmor, "description”:"ermor  response message from 3 camera”, “min”T maz” T, "ty pe” ", "uwombabel ™ "defaultValee" "armor”, "formatting ™ "Ys", "labels™: ["amor”,"mes=ageT}

EdgeX2/l@ 8 EX 2|<f =]
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Device and Device Service Setup (4/6)

* Device Profile

* A classification of Device
* the type of Device, the data theses Devices provide, and how to

command them
* Device Profiles are often represented in YAML

* POST to http://localhost:48081/api/v1/deviceprofile/uploadfile

* No headers

* FORM-DATA:
* key: file

* value: CameraMonitorProfile.yml

POST

form-data

Key

file

Body

2019-04-05

Pretty

http:/flocalhest:48081/api/fvl/deviceprofile/uploadfile

Body @
x-www-form-urlencoded raw binary
Value
Choose Files | CameraMonitorProfile.yml
4)

5ablc45ae4b060e74772375

EdgexA 7| @ B 2|5t

Params Send e Save

Description

=] CameratanitorProfile, yml E3 |

# Copyright 2017 Dell Inc. All rights reserved.

name: "camera monitor profile™

manufacturer: "Dell"™

model: "Caml2345"

labels:

— "camera"

description: "Human and canine camera monitor profile™

] commands :

name: People

get:

path: "/fapi/vl/devices/{deviceld}/peoplecount™

responses:
code: "200"
description: "Number of people on camera"”
expectedValues: ["humancount™]
code: "503"
description: "service unawvailable”™
expectedValues: ["cameraerror"]

name: Dogs
get:
path: "/api/vl/devices/{deviceId}/dogcount"”
responses:
code: "Z00"
description: "Numkber of dogs on camera™

expectedValues: ["caninecount"]
code: "303"

description: "service unawvailable™
expectedValues: ["camerasrror"]

name: ScanDepth

get:
path: "/api/vl/devices/{devicelId}/scandepth"
responses:
code: "Z00"
description: "Get the scan depth"
expectedValues: ["depth"]
code: "503"
description: "service unavailable"
expectedValues: ["cameraesrror"]
put:
path: "/api/vl/devices/{deviceId}/scandepth"
parameterNames: ["depth"]
responses:

code: "204" 45
descoription: "Set the scan depth.”
expectedValues: []
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Device and Device Service Setup (5/6)

* Create the Device Service in EdgeX

* Once the reference information is established, the Device Service can register or define itself in
EdgeX

* Register with Core Configuration and Registration Micro Service (Core Configuration and
Registry API)

* Provides its location to the Config/Reg micro service and picks up any new/latest
configuration information from this central service.

* Create the Device Service in Metadata

* The Device Service is associated to the Addressable for the Device Service that is already Core
Metadata.

* POST to http://localhost:48081/api/v1/deviceservice

* BODY: {"name":"camera control device service", "description":"Manage human and dog
counting cameras", "labels":["camera","counter"], "adminState":"unlocked",
"operatingState":"enabled", "addressable":{"name":"camera control"}}
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REQUIRED INTEROPERABILITY FOUNDATION
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Device and Device Service Setup (6/6)

* Provision a Device

 Lastly, a Device Service often discovers and provisions new Devices it finds
* To create a Device, it must be associated to

a Device Profile (by name or id),

a Device Service (by name or id),

and Addressable (by name or id).

POST to http://localhost:48081/api/vl/device

BODY: {"name":"countcameral”, "description":"human and dog counting camera #1",

"adminState":"unlocked", "operatingState":"enabled", "addressable":{"name":"cameral address"},

"l[abels":["camera","counter"], "location":"", "service":{"name":"camera control device service"},

"profile":{"name":"camera monitor profile"}}



Iy

stepf:registercamera device
in MetaData

1
lcamera

L — _ _ _, POST tohttp./localhost 48081/ 3piiv 1/idevice
BODY: {‘name""countcamsrai”,"description”:"human and dog counting camers #1°,"adminState™ "unlocked”, "operatingState™ "enabled”,"addres=sable™ ! nams""camsra 1 address",

“lzbel=":["camers”, "countar’), location™ ™, "sarvice”: [ 'name""camsra control device service,"profile”: I nams""camsra monitor profile’]}

2019-04-05 EdgeX27{ @8 2 X 2|22 51



Test the Setup

* Let's try a few of the micro service APIs out to confirm that things have been
configured correctly

* Check the Device Service

* GET to http://localhost:48081/api/v1/deviceservice

* GET to http://localhost:48081/api/v1/deviceservice/label/camera
* Check the Device

* GET to http://localhost:48081/api/vl/device

* GET to http://localhost:48081/api/vl/device/profilename/camera monitor profile
* Check the Commands

* GET to http://localhost:48082/api/vl/device/name/countcameral
* Check the Value Descriptors

* GET to http://localhost:48080/api/v1/valuedescriptor

* GET to http://localhost:48080/api/vl/event/count

* Returns 0 (no data yet)



Execute a Command (1/2)

e Let's launch a Command to set the scan depth of countcameral

* First, get the URL for the Command to set a new scan depth on the Device
* GET to http://localhost:48082/api/v1l/device/name/countcameral

4 "expectedvalues": |
a8 "cameraerror”

a5 -
7~
a
e )
= {
"code™: "284",
"description”: “Set the scan depth.”,
94 "expectediValues™: []
35 I
- r
o7 "code™: "S@3",
g "description”: “service unavelilasble,
95 - "expectedValues": [
188 "cameraerror"
181 ]

2019-04-05 EdgeX2 7 @% 2K 2|53
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Execute a Command (2/2)

* Copy this URL into your REST client tool of choice and make a PUT

* PUT to http://localhost:48082/api/v1/device/<system specific device id>/command/<system specific command
id>

 BODY: {"depth":"9"}
* Because no Device Service (or Device) actually exists, Core Command will respond with an HTTP 503 Service
Unavailable error (Service issue: Connection refused)
e Use Support Logging service to prove that
* the Core Command micro service did receive the request and attempted to issue the actuating command
* GET to http://localhost:48061/api/v1/logs/loglLevels/INFO/originServices/edgex-core-command/0/9000000000000/100

{
"id": null,
"loglevel™: "INFO™,
"lgbels": null,
"originfervice": “edgex-core-command”,
"message”: “"Issuing put command to: HTTP://172.17.8.1:49977/8pi/vl/devices/5962599224bBc3937 38446/ scandspth™,
"created”: 1499521634575
:'.l
{
"id": null,
"loglevel™: "INFO™,
"lgbels": null,
"originfervice": “edgex-core-command”,
"message”: “"Command message body is:  {A\depthiy oo,

"created”: 1499621634926
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s docker-composs bogs -f —tail=100 command

.

|
I camera

1
i |
L E_EF'\.'IEE

1

lcamera 1

L ——a

]
PUT to http:/flocalhost: 48082 api' v 1/devioa/5bTa 3004578 ic2000 14024 fb/ command/ 5b 788 1d=0F BEc 2000 13 1d 70

EdgeX2/l@E 2 X 2[< 3]
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Send an Event/Reading

e Data is submitted to Core Data as an Event

* Event: a collection of sensor readings from a Device (associated to a Device by its ID or name) at a
particular point in time

. ?beading ir)1 an Event: a particular value sensed by the Device and associated to a Value Descriptor
Yy name

* The Device Service, on creating the Event and associated Reading objects would transmit
this information to Core Data via REST call

* POST to http://localhost:48080/api/v1/event

« BODY: {"device":"countcameral”, "readings":[{"name":"humancount","value":"5"},
"name":"caninecount","value":"3"}]}

* The Device Service can also supply an origin property
* Time (in Epoch timestamp/milliseconds format) at which the data was sensed/collected

* BODY: {"device":"countcameral”, "origin":1471806386919, "readings":[{"name":"humancount",
"value":"1","origin":1471806386919}, {"name":"caninecount","value":"0",
"origin":1471806386919}]}



Explore Core Data

You can use the Core Data API to explore that data that is now stored in MongoDB

Two Event records should be the count returned
* GET to http://localhost:48080/api/vl/event/count

Retrieve 10 of the Events associated to the countcameral Device.
* GET to http://localhost:48080/api/v1/event/device/countcameral/10

Retrieve 10 of the human count Readings associated to the countcameral Device (i.e. - get
Readings by Value Descriptor)

* Get to http://localhost:48080/api/vl/reading/name/humancount/10
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GET to http:/flocalhost: 48080/ api'y 1/e vent/device/countcamera 1710
GET to http:/Mocalkost BB api'y 1/ reading/ name humancount/ 10

cer-composs logs -f —tai=100 data

f 5
POST to http:#localhost: 48080 apifv 1/ewent
BODY: [device countcamerai”,"readings":[[name™ "humancount”,"valee™ "5}, Mname™. "caninecount”,"value™ "3}
|- -
I Camera I
L%M%'

1

lcamera 1

EdgeX2/l@E 2 X 2[< 3]
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Register an Export Client (1/2)

* Anything wishing to receive the sensor/device data as it comes into EdgeX
must register as an "export" client

* An enterprise system or the Cloud o
v 1
* A edge analytics system (like the Rules Engine) that actuate on a Device e amobate,
"modified": 1499626863114,
* A special client - Rules Engine “mane": “EdgeXRulesEngine®,
- "addressable™: {
* Automatically registered as a client of the export services S
* Receives all the Events/Readings from Core Data sent by Devices ESDH B
. . . . "method": ";CST", SrrEeReTERRaEE
* Request a list from the Export Client micro service "protocol: 2Ny,
* GET to http://localhost:48071/api/v1/registration o

"publizher": null,
"user": null,
"password”: null,
"topic": null,
"baseURL™: "ZMQ://:8",
"wrl": "IMQ://:@"

"Format’: "SERIALIZED",
"filter™: null,
"encryption”: null,

"compression™: "NOME",
"enable"™: true,
"destingtion™: "ZMQ_TOPIC"
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Register an Export Client (2/2)

* Register a new client

* First need to setup
* aclient capable of receiving HTTP REST calls,
* oran MQTT topic capable of receiving messages from EdgeX

« MQTT example
* Assume that an cloud based MQTT Topic has been setup to receive EdgeX Event/Reading data

* Request Export Client to make a new EdgeX client
* POST to http://localhost:48071/api/v1/registration

* BODY: {"name":"MyMQTTTopic", "addressable":{"name":"MyMQTTBroker", "protocol":"TCP",
"address":"tcp://m10.cloudmaqtt.com", "port":15421, "publisher":"EdgeXExportPublisher", "user":"hukfgtoh",
"password":"mypass", "topic":"EdgeXDataTopic"}, "format":"JSON", "encryption":{"encryptionAlgorithm":"AES",
"encryptionKey":"123", "initializingVector":"123"}, "enable":true}

* You can check the Export Distro log to see the attempt was made
* GET to http://localhost:48061/api/v1/logs/logLevels/INFO/originServices/edgex-export-distro/0/9000000000000/100

* MQTTOutboundServiceActivator: message sent to MQTT broker: Addressable [name=MyMQTTBroker, protocol=TCP,
address=tcp://m10.cloudmqtt.com, port=15421, path=null, publisher=EdgeXExportPublisher, user=hukfgtoh,
password=mypass, topic=EdgeXDataTopic, toString()=BaseObject [id=null, created=0, modified=0, origin=0]] :
596283c7e4b0011866276€9
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Access the code:
https://github.com/edgexfoundry

Access the technical documentation:
https://docs.edgexfoundry.org/

Access technical video tutorials:
https://wiki.edgexfoundry.org/display/FA/EdgeX

+Tech+Talks

EdgeX Blog:
https://www.edgexfoundry.org/news/blog/

Join an email distribution:
https://lists.edgexfoundry.org/mailman/listinfo

Join the Rocket Chat:
https://chat.edgexfoundry.org/home

Become a project member:
https://www.edgexfoundry.org/about/members/join/

LinkedIn:
https://www.linkedin.com/company/edgexfoundry/

Twitter:
https://twitter.com/EdgeXFoundry

Youtube:
https://www.youtube.com/edgexfoundry
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https://edgexfoundry.org/

Docker compose £ 2 X]

&

What You Need

Compose file location:
https://github.com/edgexfoundry/developer-

scripts/blob/master/compose-files/docker-compose.yml

#1 — Install Docker &
Docker Compose

#2 — Download the EdgeX
Foundry Compose File

#3 — Run EdgeX using

:
Compose commands | ]

Memory: minimum of 4 GB

Hard drive space: minimum of 3 GB of space to run the EdgeX
Foundry containers, but you may want more depending on how
long sensor and device data is retained

OS: EdgeX Foundry has been run successfully on many systems

including, but not limited to the following systems

Windows (ver 7 - 10)
Ubuntu Desktop (ver 14-16)
Ubuntu Server (ver 14)
Ubuntu Core (ver 16)

Mac OS X 10
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https://github.com/edgexfoundry/developer-scripts/blob/master/compose-files/docker-compose.yml

EdgeX &1 d5}7] (1/2)

docker-compose pull

docker-compose up -d volume

docker-compose up -d config-seed

docker-compose up -d mongo
docker-compose up -d logging
docker-compose up -d notifications
docker-compose up -d metadata

docker-compose up -d data

Pull down, but don't start, all the EdgeX Foundry microservices

Start the EdgeX Foundry file volume--must be done before the other services are started

% docker-compose up -d volume

Creating network "developerscripts edgex-network” with driver "bridge"
Creating edgex-files

Start and populate the configuration/registry microservice which all services must register
with and get their configuration from

Start the NoSQL MongoDB container

Start the logging microservice--used by all micro services that make log entries
Start the notifications and alerts microservice--used by many of the microservices
Start the Core Metadata microservices.

Start the Core Data microservice



EdgeX &85} 7] (2/2)

docker-compose up -d command Start the Core Command microservice

docker-compose up -d scheduler Start the scheduling microservice--used by many of the microservices
docker-compose up -d export-client  Start the Export Client registration microservice.

docker-compose up -d export-distro  Start the Export Distribution microservice.

docker-compose up -d rulesengine Start the Rules Engine microservice.

docker-compose up -d device-virtual Start the virtual device service

2019-04-05 EdgeX2 7@ 8 B2 X 22| 69
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* EdgeX Foundry Container Logs
* docker-compose logs -f [compose-container-name]
e e.g., log for data container

ion.Anno
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* Microservice Ping Check

e "ping" any one of the microservices to check that it is running.

Method | GET v URL | http://192.168.99.100:48080/apif1/ping o

Body
EdgeX Foundry Micro
Service

Core Metadata

Core Data

Response Headers Response Body (Raw) Response Body (Highlight) Response Body (Preview)

Core Command

200 OK

Support Logging

.

text/html ; charset=UTF-&
Sat, 10 Dec 2016 19:07:15 GMT

Server Apache-Coyote/1.1 SUppOft Notifications

Export Client
Export Distribution
Rules Engine

Virtual Device Service

Docker Compose Container
metadata

data

command

logging

notifications

export-client

export-distro

rulesengine

device-virtual

2019-04-05 EdgeX2 7} @7 B 2|53

Container name

edgex-core-metadata
edgex-core-data
edgex-core-command
edgex-support-logging
edgex-support-notifications
edgex-export-client
edgex-export-distro
edgex-support-rulesengine

edgex-device-virtual

Port

48081

48080

48082

48061

48060

48071

48070

48075

49990

Ping URL

http://[host]:48081/api/v1/ping
http://[host]:48080/api/v1/ping
http://[host]:48082/api/v1/ping
http://[host]:48061/api/v1/ping
http://[host]:48060/api/v1/ping
http://[host]:48071/api/v1/ping
http://[host]:48070/api/v1/ping
http://[host]:48075/api/v1/ping

http://[host]:49990/api/v1/ping
71
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* EdgeX Foundry Consul Registry
e EdgeX Foundry uses the open source Consul project as its registry service
* Find the Consul Ul at http://[host]:8500/ ui

€

2019-04-05

) GetFuse-Fuse-Alp... x

172.17.0.1

[QIELMEGRNGICE SN (- Consul by HashiCorp = (EESIelEh] x| +
c
G: | SERVICES | NODES KEY/NVALUE ACL ﬁ
any status :I EXPAND

consul
fuse-core-command
fuse-core-data
fuse-core-metadata
fuse-device-virtual
fuse-export-client
fuse-export-distro
fuse-support-logging
fuse-support-notifications

fuse-support-rulesengine
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https://edgexfoundry.org/
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e Hardware

* Memory: minimum of 4 GB

* Hard drive space: minimum of 3 GB
* OS:

* Windows (ver 7 - 10)

e Ubuntu Desktop (ver 14-16)

e Ubuntu Server (ver 14)

e Ubuntu Core (ver 16)

* MacOS X 10

e Software
* Git, MongoDB, Java, Eclipse
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* Download from github
* https://github.com/edgexfoundry

* git clone https://github.com/edgexfoundry/<library or microservice repos
name>

$ git clone https://github.com/edgexfoundry/support-logging.git
Cloning into 'support-logging'...

remote: Counting objects: 60, done.

remote: Total 60 (delta 0), reused 0 (delta 0), pack-reused 60

Unpacking objects: 100% (60/60), done.
Checking connectivity... done.
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* EdgeX Foundry's Mongo Database

e EdgeXO| A{= microserviceOf| A| datal} metadata X &= ?/SH MongDBE
ArE
e core-data, core-metadata, support-rulesengine, supporting-logging (in some situations),
among others
* |nitializing and running DB
e developer-scripts repository2| 23 & E AtE 75



EdgeX Foundry in Eclipse

* Import the Project

* Each of the EdgeX Foundry repositories
containing source code is also an Eclipse project,
specifically a Maven project

* device-sdk-tools is not a Maven project
* It should be imported using File & Import -
General, Existing Project into Workspace

e Build and Install

* Right click on the project and select Run As -
Maven Install Running in Eclipse

* Right click on the EdgeX Foundry microservice
that you want to run and select Run As - Java
Application

E‘j Java EE - Eclipse

File

=

]

b Q-0 Q-

Edit Mavigate 5earch Project Run  Window Help

Project Explorer £2

"Lj » support-domain [support-domain master]

“t_j > support-lnaninn lsunnort-lnaning master]
Mew

Go Inte

Show In

Copy
E2 Copy Qualified Name
Paste

Delete

x

Remove frem Context
Build Path
Refactor

fa Import..
T Export..

&1 Refresh
Close Project

Close Unrelated Projects

Validate

Show in Remote Systemns view
Fix Copyrights

Run As

Debug As

Profile As

Coverage As

Restore frem Local History..
Maven

Team

=p

LBTEHET B A0

Alt+Shift+W >

Ctrl+C

Ctrl+V
Delete

Ctrl+Alt+Shift+ Down

>
Alt+Shift+T >

F5

W e

ARAR A

1Java Applet

2 Java Application
3 JUnit Test

4 Maven build

3 Maven build...
& Maven clean

7 Maven generate-sources

Alt+Shift+X, A

Alt+5Shift+X, 1
Alt+5hift+X, T
Alt+5hift+X, M



